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Problem Motivation



Histone Marks
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Prior Methods in Deep Learning
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But what about long-range regulation effects?

Histone marks → Gene expression prediction

DeepChrome (Singh et al.) AttentiveChrome (Singh et al.)



Method: GC-MERGE

Graph Convolutional Model of Epigentic Regulation of Gene Expression (GC-MERGE)



Overview
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Results and Limitations
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● Binary prediction: AUROC from 0.88 to 0.91
○ Still outperformed by best models

● Some evidence that long-range interactions help predictions
○ Shuffling long-range neighbors intrachromosomally does not worsen 

performance
● Some proof-of-concept evidence to validate known long-range regulations

○ Interpretation results have high variance

3 Results, 3 Limitations



Method: XL-MERGE

Xavier Loinaz’s Model of Epigentic Regulation of Gene Expression (XL-MERGE)



Architecture
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Results and Improvements
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● Binary prediction: AUROC from 0.91 to 0.932
○ Ties or outperforms best models

● Stronger evidence that long-range interactions contribute to predictions
○ Ablation analysis for shuffled neighbors shows great difference in 

prediction power
● No interpretation results yet

○ Model gives simpler, more realistic possibilities for interpretation

3 Results, 3 Improvements



Discussion



Conclusions/Further Directions
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● Evidence for effectively capturing 
long-range interactions in model

● Potential for simpler tractable 
interpretation to be performed on 
model

Conclusions

● Figure out interpretation angle
● Test more mechanisms of 

extracting long-range regulation 
information

● Train different weights of model at 
different rates

Further Directions


